Local Stability Analysis for a Delayed Differential-algebraic Biological Economic System with Ratio-dependent Functional Response
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Abstract: This paper is concerned with a delayed differential-algebraic biological economic system. Firstly, the differential-algebraic system is transformed into a differential system by employing the local parameterization method of differential-algebraic system, and then the sufficient conditions for the local stability and the existence of Hopf bifurcation are established by regarding the time delay as the bifurcation parameter. Finally, numerical simulations are given to verify the theoretical analysis.
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1 Introduction

In population dynamics, the functional response of predator to prey density refers to the change in the density of prey attacked per unit time per predator as the prey density changes. Based on the Holling type II functional response \cite{1}, Arditi and Ginzburg \cite{2} proposed a ratio-dependent functional response of the form:

\[
P \left( \frac{x}{y} \right) = \frac{a_1(x/y)}{m + (x/y)} = \frac{a_1 x}{my + x},
\]

which was more appropriate for describing the relationship between predator and its prey. The theory has been introduced into their researches by many scholars and produced numerous valuable research results \cite{3-5}.

In this paper, we incorporate the ratio-dependent functional response above and an economic theory from Gordon \cite{6} into a predator-prey system with non-selective harvesting and time delay \cite{7}. Thus, a delayed differential algebraic predator-prey system with ratio-dependent functional response is considered as following:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t) \left( r_1 - ax(t - \tau) \right) - \frac{a_2 x(t) y(t)}{m y(t) + x(t)} - E(t) x(t), \\
\frac{dy(t)}{dt} &= a_2 x(t) y(t) - my(t) + x(t) - d y(t), \\
0 &= E(t)(px(t) - c) - r,
\end{align*}
\]

where \(x(t)\) and \(y(t)\) denote prey and predator population densities at time \(t\) respectively, \(E(t)\) is the harvest effort for prey at time \(t\); \(r_1\), \(a\), \(a_1\), \(a_2\), \(m\), \(p\), \(c\) and \(r\) are positive constants in which \(r_1\) represents the intrinsic growth rate of the prey, \(a\) is the intra-specific competition rate of the prey, \(a_1\) is the capturing rate, \(a_2\) is the conversion rate of the predator, \(m\) is the half capturing saturation constant, \(d\) is the death rate of predator, \(p\) is harvesting reward per unit harvesting effort for unit weight prey, \(c\) is the cost per unit harvest effort for prey and \(r\) is the economic profit; the delay \(\tau \geq 0\) represents a gestation period of the prey.

This paper is organized as follows. In Section 2, the local stability of the interior equilibrium point for system (2) is discussed and the existence of Hopf bifurcation at the interior equilibrium is established by analyzing the corresponding characteristic equations. In Section 3, numerical simulations are given to verify the theoretical analysis. Finally, a conclusion is given.
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2 Local stability and Hopf bifurcation

In this section, we will employ the local parameterization method of the differential-algebraic system [8] and Hopf bifurcation Theorem [9] to investigate the local stability of the interior equilibrium point and the existence of Hopf bifurcation for system (2).

Firstly, let \( g(r, Y) = E(t)(px(t) - c) - r \), where \( Y = (x, y, E)^T \). From system (2), we can see that there exists an equilibrium point \( Y_0 = (x_0, y_0, E_0)^T \) if and only if the equations

\[
\begin{align*}
  x(t) (r_1 - ax(t - \tau)) - \frac{a_2 x(t) u(t)}{m + u(t) + t} - E(t) x(t) &= 0, \\
  \frac{a_2 x(t) u(t)}{m + u(t) + t} - dy(t) &= 0, \\
  E(t)(px(t) - c) &= 0,
\end{align*}
\]

hold. Then it is easy to obtain that the system (2) has an equilibrium point \( Y_0 = (x_0, y_0, E_0)^T \), where \( x_0 \) satisfies the equation

\[
k_1 x_0^2 + k_2 x_0 + k_3 = 0
\]

with \( k_1 = mp \rho a_2, k_2 = -mc \rho a_2 - d + [m r_1 a_2 - a_1 (a_2 - d)] + mra_2 \).

From the viewpoint of biology, this paper only concentrates on the interior equilibrium point of the system (2), since the biological significances of the interior equilibrium point indicates that the prey, the predator, and the harvest effort on prey all exist, that is, \( x_0 > 0, y_0 > 0 \) and \( E_0 > 0 \), which are relevant to our study. Therefore, throughout the paper, we assume that the condition \((H_0)\ a_2 > d, px_0 > c, m r_1 a_2 > a_1 (a_2 - d), k_2^2 > 4k_1 k_3\) holds.

In order to investigate the local stability of the interior equilibrium point for the system (2), we first use the linear transformation \( Y(t) = Q N(t) \), where \( N(t) = (u(t), v(t), \bar{E}(t))^T \), \( Q = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -\frac{\rho E_{0}}{pz_{0} - c} & 0 & 1 \end{pmatrix} \). Then we have

\[
\begin{align*}
  D_Y g(Y_0) Q &= (0, 0, px_0 - c), \\
  u(t) &= x(t), v(t) = y(t), \bar{E}(t) = \frac{\rho E_0}{pz_0 - c} x(t) + E(t), \\
  &\text{for which system (2) yields}
\end{align*}
\]

\[
\begin{align*}
  \frac{du(t)}{dt} &= u(t) (r_1 - au(t - \tau)) - \frac{a_1 u(t) v(t)}{m + v(t) + u(t)} - \bar{E}(t) u(t) + \frac{\rho E_0 a^2(t)}{pz_0 - c}, \\
  \frac{dv(t)}{dt} &= \frac{a_2 u(t) v(t)}{m + v(t) + u(t)} - dv(t), \\
  0 &= \bar{E}(t) - \frac{\rho E_0 a^2(t)}{pz_0 - c} (px(t) - c) + E(t).
\end{align*}
\]

Obviously, system (5) exists an interior equilibrium point \( N_0 = (u_0, v_0, \bar{E}_0)^T \), where \( u_0 = x_0, v_0 = y_0, \bar{E}_0 = \frac{\rho E_0 x_0}{pz_0 - c} + E_0 \). Now we derive the formula for determining the properties of the interior equilibrium point of the system (5). Firstly, according to the literature [8], we consider the local parametric of the third equation of system (5), which is defined as follows:

\[
N(t) = \tilde{N}(Z(t)) = N_0 + U_0 Z(t) + V_0 h(Z(t)), \quad g(\tilde{N}(Z(t))) = 0,
\]

where \( Z(t) = (y_1(t), y_2(t))^T, h(Z(t)) = (h_1(y_1(t), y_2(t)), h_2(y_1(t), y_2(t)), h_3(y_1(t), y_2(t))) : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a smooth mapping, \( U_0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 1 \end{pmatrix}, V_0 = \begin{pmatrix} 0 & 0 & 1 \end{pmatrix} \). From (6) it is easy to know that \( u(t) = u_0 + y_1(t), v(t) = v_0 + y_2(t), \bar{E}(t) = \bar{E}_0 + h_3(y_1(t), y_2(t)) \). Thus, we can obtain the parametric system of the interior equilibrium point (5) as follows:

\[
\begin{align*}
  \frac{dy_1(t)}{dt} &= (u_0 + y_1(t)) (r_1 - a(u_0 + y_1(t) - \tau)) - \frac{a_1 (u_0 + y_1(t))(v_0 + y_2(t))}{m(v_0 + y_2(t)) + (v_0 + y_2(t))} \\
  &\quad - \frac{\rho E_0 (u_0 + y_1(t))}{pz_0 - c} (px_0 - c) (px(t) - c) + E(t), \\
  \frac{dy_2(t)}{dt} &= \frac{a_2 (u_0 + y_1(t))(v_0 + y_2(t))}{m(v_0 + y_2(t)) + (v_0 + y_2(t))} - v(t) + y_2(t)),
\end{align*}
\]

Noticing that \( g(\tilde{N}(Z(t))) = 0 \), so we can get the linearized system of parametric system (7) at (0, 0) as follows:

\[
\begin{align*}
  \frac{dy_1(t)}{dt} &= a_{11} y_1(t) + a_{12} y_2(t) + b_1 y_1(t - \tau), \\
  \frac{dy_2(t)}{dt} &= a_{21} y_1(t) + a_{22} y_2(t),
\end{align*}
\]

where \( a_{11} = \frac{a_1 (u_0 + v_0)}{m(v_0 + y_2(t)) + (v_0 + y_2(t))}, a_{12} = \frac{-a_1 u_0}{m(v_0 + y_2(t)) + (v_0 + y_2(t))}, a_{21} = \frac{m a_2 y_0}{m(v_0 + y_2(t)) + (v_0 + y_2(t))}, a_{22} = \frac{-m a_2 u_0}{m(v_0 + y_2(t)) + (v_0 + y_2(t))}, b_1 = -a u_0. \) Therefore, the corresponding characteristic equation of system (8) is

\[
\lambda^2 + m_1 \lambda + m_0 + (n_1 \lambda + n_0) e^{-\lambda \tau} = 0,
\]

where \( m_1 = (a_{11} + a_{22}), m_0 = a_{11} a_{22} - a_{12} a_{21}, n_1 = -b_1, n_0 = a_{22} b_1 \). Then, we have the following Theorem 1 on stability of the interior equilibrium point \( Y_0 \) for system (2) when \( \tau = 0 \).
For the system (5), if (H1) holds, then the interior equilibrium point $Y_0$ of system (2) with $\tau = 0$ is locally asymptotically stable; if (H2) holds, then the interior equilibrium point $Y_0$ of system (2) with $\tau = 0$ is unstable.

Proof. When $\tau = 0$, the equation (9) becomes

$$\lambda^2 + (m_1 + n_1)\lambda + m_0 + n_0 = 0. \quad (10)$$

A set of necessary and sufficient conditions that two roots of (10) have negative real part is given in the following form: (H1) $m_1 + n_1 > 0$, $m_0 + n_0 > 0$, that is, $0 < r < \min\left\{\frac{a(p_0-c)^2}{p}, \frac{(p_0-c)^2}{a} + \frac{1}{(m_0+n_0)^2}\right\}$, i.e., the interior equilibrium point $Y_0$ of system (2) with $\tau = 0$ is locally asymptotically stable if (H1) holds. Similarly, it is obvious that the conditions (H2) $m_1 + n_1 < 0$ or $m_1 + n_1 > 0$ and $m_0 + n_0 < 0$ holds, the roots of the equation (10) have always positive real parts. i.e., the interior equilibrium point $Y_0$ of system (2) with $\tau = 0$ is unstable if (H2) holds.

From Theorem 1, we know that all roots of the equation (9) have negative real parts when $\tau = 0$ if (H1) holds. In the next, we want to investigate if the real part of some root increases to reach zero and eventually becomes positive as $\tau$ varies under the condition (H1), namely, whether the stability of the interior equilibrium point $Y_0$ switches when $\tau > 0$.

Let $i\omega(w > 0)$ be a root of (9), separating real and imaginary parts, we get

$$n_1 w \sin \omega \tau + n_0 \cos \omega \tau = w^2 - m_0,$$
$$n_1 w \cos \omega \tau - n_0 \sin \omega \tau = -m_1 w. \quad (11)$$

Squaring and adding the two equations of (11), which follow that

$$w^4 + (m_1^2 - n_1^2 - 2m_0)w^2 + m_0^2 - n_0^2 = 0. \quad (12)$$

It is easy to know that if the condition (H1) $m_1^2 - n_1^2 - 2m_0 > 0$, $m_0^2 - n_0^2 > 0$ holds, then (12) has no positive roots. Therefore, Eq. (9) does not have purely imaginary roots. Since the condition (H1) ensures that all roots of Eq. (10) have negative real parts, by Rouche’s theorem [10], we know that the sum of orders of the zeros of $P(\lambda, e^{-\lambda \tau}) = \lambda^2 + m_1 \lambda + m_0 + (n_1 \lambda + n_0)e^{-\lambda \tau}$ in the open right half plane can change, and only a zero appears on or crosses the imaginary axis. It follows that the roots of Eq. (9) have negative real roots too. This can be summarized as follows:

Theorem 2 For the system (5), if the conditions (H1) and (H3) hold, then all the roots of the equation (9) have negative real roots for all $\tau \geq 0$, namely, the interior equilibrium point $Y_0$ of system (2) is locally asymptotically stable when $\tau \geq 0$.

On the other hand, if (H1) and (H4) $m_0^2 - n_0^2 < 0$ hold, then (12) has a unique positive root $w_0^2$. Substituting $w_0^2$ into (10), the corresponding critical value of time delay $\tau_n$ is

$$\tau_n = \frac{1}{w_0} \arccos \left\{ \frac{(n_0 - n_1m_1)w_0^2 - n_0m_0}{n_1^2w_0^2 + n_0^2} \right\} + \frac{2n\pi}{w_0}, n = 0, 1, 2, \ldots, \quad (13)$$

Again, if the conditions (H3) hold: $m_1^2 - n_1^2 - 2m_0 < 0$, $m_0^2 - n_0^2 > 0$ and $(m_1^2 - n_1^2 - 2m_0) > 4(m_0^2 - n_0^2)$ hold, then (12) has two positive roots $w_{\pm}^2$. Substituting $w_{\pm}^2$ into (11), the corresponding critical value of time delay $\tau_{k}^{\pm}$ is

$$\tau_{k}^{\pm} = \frac{1}{w_{\pm}} \arccos \left\{ \frac{(n_0 - n_1m_1)w_{\pm}^2 - n_0m_0}{n_1^2w_{\pm}^2 + n_0^2} \right\} + \frac{2k\pi}{w_{\pm}}, n = 0, 1, 2, \ldots, \quad (14)$$

Differentiating (9) with respect to $\tau$, and noticing that $\lambda$ is a function of $\tau$, we can obtain

$$\left( \frac{d\lambda}{d\tau} \right)^{-1} = -\frac{2\lambda + m_1}{\lambda^2 + m_1\lambda + m_0} + \frac{n_1}{\lambda(n_1\lambda + n_0)} - \frac{\tau}{\lambda}. \quad (15)$$

Hence, a direct calculation shows that

$$\text{sign} \left\{ \left( \frac{d\text{Re}(\lambda)}{d\tau} \right) \right\}_{\lambda = \pm i\omega} = \text{sign} \left\{ \text{Re} \left( \frac{d\lambda}{d\tau} \right)^{-1} \right\}_{\lambda = \pm i\omega} = \text{sign} \left\{ \frac{2m_0^2 + m_1^2 - n_1^2 - 2m_0}{m_1^2\omega^2 + (m_0 - \omega)^2} \right\}. \quad (16)$$

According to the analysis above, we have the following results on stability of the interior equilibrium point $Y_0$ for system (2) when $\tau > 0$.
Theorem 3 For the system (5), if (H1) and (H2) hold, then there exists a positive number $\tau_0$ such that the interior equilibrium point $Y_0$ of system (2) is locally asymptotically stable when $\tau \in [0, \tau_0)$ and unstable when $\tau > \tau_0$. Furthermore, system (2) undergoes a Hopf bifurcation at $Y_0$ when $\tau = \tau_0, n = 0, 1, 2, \ldots$

Proof. For $\tau = 0$, $Y_0$ is locally asymptotically stable if (H1) holds. Hence, by Butler’s lemma [11], we know that $Y_0$ remains stable for $\tau < \tau_0$. We now have to show that

$$\frac{d(Re\lambda)}{d\tau} \bigg|_{\tau=\tau_0, \lambda=i\omega_0} > 0.$$  \hspace{1cm} (17)

This will signify that there exists at least one eigenvalue with positive real part for $\tau > \tau_0$. From (16) and the condition (H4), it follows that

$$\text{sign} \left\{ \frac{d(Re\lambda)}{d\tau} \right\} \bigg|_{\tau=\tau_0, \omega=\omega_0} = \text{sign} \left\{ \frac{\sqrt{(m_1^2 - n_1^2 - 2m_0^2) - 4(m_1^2 - n_0^2)}}{m_1^2w_0^2 + (m_0 - w_0^2)^2} \right\} > 0.$$  \hspace{1cm} (18)

Therefore, the transversability condition holds. According to the Hopf bifurcation Theorem [9], Hopf bifurcation occurs at $\omega = \omega_0, \tau = \tau_0$ and yields the periodic solution. \hfill \blacksquare

Theorem 4 Let $\tau^\pm_k$ be defined in (14). For the system (5), if (H4) and (H5) hold, then there exists a positive integer $j$ such that there are $j$ switches from stability to instability and to stability. In other words, when $\tau \in [0, \tau^+_0), (\tau^-_0, \tau^+_1), \ldots, (\tau^-_{j-1}, \tau^+_j), \ldots, (\tau^-_j, \tau^+_j)$, the interior equilibrium point $Y_0$ of system (2) is locally asymptotically stable, and when $\tau \in [\tau^+_0, \tau^-_0), (\tau^+_1, \tau^-_1), \ldots, (\tau^+_j, \tau^-_j)$, $Y_0$ is unstable. Therefore, there are bifurcations at the interior equilibrium point $Y_0$ of system (2) when $\tau = \tau^\pm_k, k = 0, 1, 2, \ldots, j$.

Proof. If conditions (H1) and (H5) hold, then to prove the theorem we only need to verify the transversability conditions. From (16) and the condition (H5), we can obtain

$$\frac{d(Re\lambda)}{d\tau} \bigg|_{\tau=\tau^+_k, \omega=\omega_+} > 0, \quad \frac{d(Re\lambda)}{d\tau} \bigg|_{\tau=\tau^-_k, \omega=\omega_-} < 0.$$  \hspace{1cm} (19)

Hence, the transversability conditions hold. \hfill \blacksquare

Remark Differential-algebraic system (2) is transformed into the equivalent two-dimensional differential system (7) based on the local parameterization method of differential-algebraic system. Therefore, the sufficient conditions for the local stability the interior equilibrium point and the existence of Hopf bifurcation of system (2) are obtained by studying the same properties of system (7).

3 Numerical simulations

In this section, we will give numerical simulations for system (2) to verify the theoretical analysis in the previous sections. Let $r_1 = a_1 = 3, a = c = 1/2, a_2 = 2, r = 0.74, m = p = d = 1$. Then we consider the following specific example of system (2):

$$\begin{align*}
\frac{dx(t)}{dt} &= x(t)(3 - \frac{1}{2}x(t - \tau_1)) - \frac{3x(t)y(t)}{y(t)+x(t)} - E(t)x(t) \\
\frac{dy(t)}{dt} &= 2x(t)y(t) - y(t) - y(t) - \frac{3x(t)y(t)}{y(t)+x(t)} - 0.74
\end{align*} \hspace{1cm} (20)
$$

It is easy to verify that the condition (H0) holds, then we can get the interior equilibrium $Y_0(2.0372, 2.0372, 0.4815)$; and the condition (H1) holds, which indicates that the interior equilibrium $(Y_0)$ of system (20) is locally asymptotically stable when $\tau = 0$, as is shown in Fig.1.

For $\tau > 0$, by calculation, it is easy to verify that the condition (H1) holds and we can obtain $w_0 = 0.4975$ and $\tau_0 = 0.2430$. From Theorem 3, we know that, the interior equilibrium $Y_0$ is locally asymptotically stable when $\tau \in [0, \tau_0)$, as is illustrated in Fig.2. Once the time delay $\tau$ passes through the critical value $\tau_0$, the interior equilibrium point $Y_0$ will lose its stability and a Hopf bifurcation occurs around the interior equilibrium point $Y_0$. The corresponding waveform and the phase trajectory is drawn as shown in Fig.3.
Figure 1: Numerical simulation shows that $Y_0$ is locally asymptotically stable for $\tau = 0$.

Figure 2: Numerical simulation shows that $Y_0$ is locally asymptotically stable for $\tau = 0.16 < \tau_0$.

Figure 3: Numerical simulation shows that Hopf bifurcation occurs from $Y_0$ for $\tau_0 = 0.2430$. 
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4 Conclusions

In this paper, a differential-algebraic biological economic system which the model incorporates prey harvesting and time delay into a ratio-dependent predator-prey system is investigated. We conclude that, comparing with the system without time delay, the interior equilibrium point of system with time delay will lose its stability gradually as time delay increases and a periodic solution bifurcates from the equilibrium when time delay crosses through the critical value. Finally, numerical simulations are given to verify the theoretical analysis. From these waveforms and the phase trajectories above, it is shown that these results are in accord with the theoretical analysis.

From both biological and economic perspectives, the sustainable development of the predator-prey system will be very important. So with the purpose of maintaining the sustainable development of the biological resources in practice and application, we can predict the dynamical behavior of system by choosing parameters, especially the economic profit and time delay.
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